Computer Vision / Robot Vision

Lecturer: Takayuki Okatani, Prof. at GSIS
Room: Here

Date: Every Monday in the 3 quarter
— 10/7,14(holiday), 21,28, 1 1/11,18, 25
Time 8:50-10:20, 10:30-12:00 = 9:00-12:00 w/ 10 min break



Requirements: knowledge and skills for students

* Basic knowledge of linear algebra & statistics

— E.g., you need to understand the followings:

 Eigenvalues/vectors of a matrix
* Pseudo inverse of a matrix
* Solving an overdetermined/underdetermined system of linear equations

* Newtons’ method

Joint probability, conditional probability etc.

Random variables and their expected values

Bayes theorem

* Maximum likelihood/maximum posteriori inference
* Can (learn to) write code in Python
— You need to be at least ready to learn

— You will be using Google Colaboratory for your assinments



Grading

* Grading: Several assignments
— All need to be completed and submitted properly

— All assignhments will be able to be completed in Google
Colaboratory

— Brief intro to Google Colaboratory will be given but no further
explanation on Python etc. will not be given

* You must learn how to use Python and relevant modules(OpenCV &
DL/ML frameworks) by yourself!



Outline of this course

Introduction

Physics of Imaging

Camera Model and Projective Transform
Multi-view Geometry

Basic Design of Neural Networks
Training of Neural Networks

Convolutional Neural Networks
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Object Recognition

9. Object Detection/Estimation of Position and Pose
10. Various Learning Methods

| I.Visualization and Understanding of Networks

|2. Generative Models and Image Generation

| 3. Networks for Sequential Data

| 4. Various Applications

|5.Summary and Conclusion



Updated version of course outline (still under construction)

Introduction to Computer Vision

Basic Design of Neural Networks

Training of Neural Networks
Convolutional Neural Networks |
Convolutional Neural Networks |l
Networks for Sequences, Sets, and Graphs
Apps to Standard CV Problems

Various Learning Methods

0 N O U1 W —

9. Explanability of Deep Learning Methods

| 0. Efficient Models

| I. Generative Models and Image Generation
|2. Model-based Computer Vision |

| 3. Model-based Computer Vision Il

| 4. Summary and Conclusion
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History of Computer Vision

* Math and physics-based model (1980-)
— Multi-view geometry & physics-based vision
— Apps: computer graphics, augmented reality, etc.
— Examples

* Photometric stereo, Optic flow estimation, SIFT, Structure-from-Motion,
Blind deblurring

* Introduction of machine learning (2000-)
— Apps: surveillance camera, driver assistance, etc.

— Examples

* Face detection (cascaded classifier), Mocap for Kinnect (random forest)
* Paradigm shift: deep learning (2010-)
— Explosive developments

— Apps: potentially every problem



Computer Vision ~ The Early Days

* Goal: Implement high-level functions of human vision on a
computer

* Background: Scientific interests in human vision

— Why vision? Because it is a good initial step for understanding
intelligence

* D.Marr --- Three levels of analysis

— Computational level (What problem is solved?)
— Algorithmic level (How is it solved?)

— Implementation level (What hardware?)




Photometric stereo [Woodham1980]

* Surface shape can be recovered from multiple images of a single
object under different illumination directions

— Brightness of a surface point is modeled by: =1 = pcosf = p(n'ly)

éy (An ideal case: Lambertian reflectance)
{3}
O
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Assuming knowledge of illuminant directions
1, ..., 1, it’s easy to compute n

Image by Meekohi
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https://commons.wikimedia.org/wiki/User:Meekohi

Lucas-Kanade tracker [Lucas-Kanade1982]

Want to estimate displacement of a scene point from /, to /;

Minimize squared difference between a fixed patch in /; and its displaced
patch in /; by Newton’s method

— Starting from an initial guess, update a solution iteratively solving a linear equation

Epk-ssp(u+ Au) = Z[—’l (i +u + Au) — Io(:))* AAu =0b
~ Z[Il(a:i-}—u)+J1(-’Bi+u)AU—IO(mi)]2
= zi:[Jl(:ci +u)Au + ;% A= Z J (wz +u Jl(wz + 'u')
Ji(z; +u) = VIl(wz—"u)_(aIl’aaIl)(w ) _Zei-]’{(mi—Fu)
ei = I1(x; +u) — Io(x;) i
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Selected points/windows
are tracked between two
images from a video clip

Target plane is
template parametrized by 2D
homography (8DOF), for
which similar iterative

optimization is performed
[Ito-Okatani, 201 1]

captured

filter
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SIFT (Scale Invariant Feature Transform) [Lowe 1999]

*  We wish to match points of an object between its two images
captured at different viewpoints

— Difficulties: Changes in scale, rotation, etc.

* Originally developed for estimating pose of objects; later applied to
multi-view geometry




SIFT (Scale Invariant Feature Transform) [Lowe 1999]

* Good points for matching are chosen; key points or interest points

— Salient points are chosen with their inherent orientation and scale

e bbb b

Scale space

* Local appearance of each key point is encoded; descriptors

— Orientation histogram of brightness gradients
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Image gradients Keypoint descriptor




Structure-from-Motion

* Given m images of n scene points captured from different
viewpoints, we want to estimate the 3D coordinates of the n points
and the camera matrices of the m views

Geometric imaging model

Input x§i) x P; X Output

 Camera 1 ~— Camera3

/ \ !
3
- —
w
Rt Camerw/ Rs 1

RZ’TZ
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Structure-from-Motion: Example

SfM = Recovering Camera pose + 3D position of interest points
— Visual SLAM (Simultaneous Localization And Mapping): Does this in real time

MVS (Multi-View Stereo) = Recovering dense surface shape

>l iD I b‘:24/0:59

www.capturingreality.com
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http://www.capturingreality.com/

Structure-from-Motion: Example

SfM = Recovering Camera pose + 3D position of interest points
— Visual SLAM (Simultaneous Localization And Mapping): Does this in real time

MVS (Multi-View Stereo) = Recovering dense surface shape

@ OopenusLAM

A Versatile Visual SLAM Framework
Shinya Sumikural Mikiya Shibuya 2 Ken Sakurada?3

1 Nagoya University
2 Tokyo Institute of Technology
3 National Institute of Advanced Industrial Science and Technology

ACM Multimedia 2019
Open Source Software Competition
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Blind image deblurring [Fergus+2006]

* Problem: Given an image [, of a scene with (motion) blur, we want
to recover its sharp image I

* Model of blurred images: I,(z,y) = I,(z,y) * K(z,y) + N(z,v)

— We use a prior knowledge on (statistics) of sharp images and K

Heavy-tailed distribution on image gradients

p(VI,)| p(VIg, K |VI)
x p(VIy | VI, K)p(VI)p(K)

Log, probability density

MAP (maximum a posteriori)

_ _ estimation is conducted
" Yendett T T 18

—— Mixture of Gaussians fit
—— Empirical distribution




History of Computer Vision

* Math and physics-based model (1980-)
— Multi-view geometry & physics-based vision
— Apps: computer graphics, augmented reality, etc.
— Examples

* Photometric stereo, Optic flow estimation, SIFT, Structure-from-Motion,
Blind deblurring

* Introduction of machine learning (2000-)
— Apps: surveillance camera, driver assistance, etc.

— Examples

* Face detection (cascaded classifier), Mocap for Kinnect (random forest)
* Paradigm shift: deep learning (2010-)
— Explosive developments

— Apps: potentially every problem
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Obiject detection:Viola-Jones framework [Viola-Jones01]

An approach to object detection: Sliding window w/ binary
classification

— Scan the input image w/ a small window and judge if a face resides inside it
— Large computational cost = How to cope with it?

Simple image feature that can be computed quickly
— Haar-like feature; Efficient computation using integral images [Papageorgiou+98]

Strong learning algorithm: Boosting, e.g.,AdaBoost

— Boosting is a machine learning method that builds a strong classifier using
many weak classifiers

Fast decision making using cascaded classifiers

Many sliding
windows

[ Rejected F




Obiject detection:Viola-Jones framework [Viola-Jones01]

Haar-like feature

* Binary filters with rect. shapes

[0ssuo[-ejoIA]

* Integral image

— Input image is integrated from
the top-left to (x,y)

(2)-(1) gives the
filter response

Boosting

e Each weak classifier builds a
decision boundary by thresholding
a feature score

* A set of such classifiers generates
a complex decision boundary

Al [P
\/ \

Weak classifier 1 Weights increased Weak classifier 2
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Weights increased Weak classifier 3 Final classifier

[01PIs1ezs]
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Mocap for Kinnect [Shotton+2011]

|5* marker-less motion capture in the history
— Developed for Microsoft Xbox

* Problem formulation
— Input: a single depth image

— Output: class-label of each pixel representing which body part it
belongs to; 31 body parts

P ” ~z‘o,c>/
. % |
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Real-Time Human Pose Recognition in Parts from Single Depth Images
CVPR 2011

Jamie Shotton, Andrew Fitzgibbon, Mat Cook, Toby Sharp, Mark Finocchio, Richard Moore, Alex Kipman, Andrew Blake
Microsoft Research Cambridge & Xbox Incubation




Mocap for Kinnect [Shotton+2011]

* For each pixel x, its class is predicted by a decision tree

* At each node, difference in depth at two chosen points u and v is
computed and used as a feature

(1,%)

foll%) = dy (x+ d,t(lx)) ~di (x+ d,‘gx))

Ensemble of such decision trees
are used: Random forest




History of Computer Vision

* Math and physics-based model (1980-)
— Multi-view geometry & physics-based vision
— Apps: computer graphics, augmented reality, etc.
— Examples

* Photometric stereo, Optic flow estimation, SIFT, Structure-from-Motion,
Blind deblurring

* Introduction of machine learning (2000-)
— Apps: surveillance camera, driver assistance, etc.

— Examples

* Face detection (cascaded classifier), Mocap for Kinnect (random forest)
* Paradigm shift: deep learning (2010-)

— Explosive developments

— Apps: potentially every problem
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VI. Paradigm shift: deep learning

* Deep learning has been applied to almost every problem

* Every attempt has achieved a great success almost without
any exception!
— Problems that were (considered to be) too hard to solve in the
past

* Object recognition, semantic segmentation, human pose estimation,
monocular depth estimation, image captioning and many other tasks
related to “image understanding”, etc.

— Problems for which good solutions were (considered to be)
already found

* Improved performance in terms of accuracy or computational speed

* Face detection/recognition, object detection, optical flow estimation,
stereo matching, super-resolution, etc.

— Unclear yet if DL approaches surpass old solutions

e Structure-from-motion, visual SLAM, etc.



Recognition

Object detection Semantic segmentation

[Redmon-Farhadi2016] [Zhao+2016]

[Chung+2016]
[Newell+2016]




Motion and geometry

Optical flow
PImage Overlay Ground Truth FlowNet2

(123ms)

Tmage 1 Tmage 1
Warped Warped
FlowNet( C FlowNet§ C FlowNetS Flow
Image 1 Image 2 Imagr'2 Magnitadd =\
— | Fiow — | Flow Large Displacoment I 5PN
Image 2 Dright ness Drightness Dright ness
Enoe Frror Ervon
Iy | | ———p  » Ead il
Fie
Magon | tadey

[llg+2017]

EPE: 7.92

[Mayer+2017]

DispNetCorr

SN -| Groundtruth DispNetCorr




Style transfer

Superresolution

bicubic
(21.59dB/0.6423)

Image synthesis & conversion

Colorization, etc.

Labels to Facade

input oput
Day to Night

[Gatys+2015]

output

SRResNet
(23.53dB/0.7832)

original

input

BW to Color

output
Edges to Photo
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Paradigm has shifted...

—> Result

—> Result

. N) .
Feature :
Image ——> . > Feature ——>| Classify
extraction
— Hand-designed — = Machine learning ~
s N
Feature :
lmage ——> . —> Feature ——>| Classify |—
extraction
N Deep learning )

(Feature is also learned)




Deep learning is beginning to go beyond CV/Al

* Problems in all engineering/science fields — To solve unsolved problems

* Toward faster computation than simulation — Forward propagation is quick

Structural deformatlon computatlon
(»

Neu ral Materlal
[Wang+2018]

-= 1
=11

DeepWarp
[Luo+2018]
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Sparse surfac
Forward boundary constraints
Simulation apture

Protein folding

ural Network g - @ Databases
Distance
Predictions

@
!

" AlphaFold [DeepMind2018]

Fluid mechanics Deep Fluids [Kim+2018]

Reconstruction
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Interpolatlon
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Generative Fluid CNN \\_/\/

Simulation Data
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Input Parameters
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Gene editing

€ Genome-wide unlabeled

Labeled on-target training samples sgRNA sequoncos

DeepCRlSPR [Chua|+20I8]
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Protein folding problem
DeepMind, https://deepmind.com/blog/alphafold/
* Want to predict 3D structure of a protein from its genetic sequence
— Distance and angle between pairs of amino acids are predicted

— A score function based on these is minimized, yielding 3D structure

Protein Sequence

SQETRKKCTEMKKKFKNCEVRCDESNHCVEVRCSDTKYTLC

Neural Network g g @ Databases
—
Distance ’ Angle
Predictions “ Predictions

v v

Score \\

l T0954 /6CVZ T0965 / 6D2V T0955 / 5SW9F

T0954 /6CVZ T0965 / 6D2V T0955 / 5W9F

Ground truth

Average predicted distance

Gradient Descent

Structure

Predicted (blue)

Structures:
Ground truth (green)
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Protein folding--- |t successful application of DNNs

Wang, ... Xu, Accurate DeNovo Prediction of Protein Contact Map by Ultra-Deep Learning Model, PLOS Computational Biology, 2017

A DNN is applied to predict contacting probability of pairs of
amino acids

sequence profile and coevolution info, L XL X (3 + 371)
predicted structures pairwise potential =
] AP

Merge
erg -5

2d conv

1d conv LXLX3n

pairwise feature

1d derived from 5
Residual (XX convoluted i
Network sequential >

feature Network

conversion of

sequential to
pairwise feature A
v
~
LXn '- VS
. R
convoluted sequential N5 A
features | % -
1A LXL

predicted contact map
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Deep learning in practice

* To apply deep learning to solve a particular task...
|. Design a network (including determination of inputs/outputs)

2. Collect (a large, sometimes huge, amount of) training data

S
f‘_‘\.‘ Andrej Karpathy @ Oftwal' e Q,A

¥ @karpathy

Gradient descent can write code better than
you. I'm sorry.

13:56 - 201758H4H
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Advancements of network design

e |LSVRC Winners

* Neural machine translation

Google’s NMT Attention is all you need CNN is all you need
[Wu+16.09] [VasWani+17.06] [Chen-Wu,17.12] -~

Muiti-Head
Attention

. )

Encoang Q9 - Ereoong
(=2 (=
EN-FR BLUE: 39.92 410 v e 45.54 34



Examples of datasets

I MAG E N ET http://image-net.org/index

* Object category recognition
* 2184| classes * 14,197,122 images
e Stanford U, Princeton U

1
School, schoolhouse 1212 98.37% L
A building where young people receive education; "the school was built in 1932"; “he walked to school every pictures &“."“‘"}l g:m‘u
moming” centi
Images of the Synset  Downloads

{ageNet 2011 Fall Relgase (32326). M maseNet 2011 Fall Release ¢ Building, edifice  School, schoolhouse

plant, flora, plant life (4486) Conservatc -

L oo oo, fommaron (1 | S M N (Y o S g s o | R o i e iy
| .4 o foss —

il o LS a2 N P 0 Y [ S g e i) ] a6 EIRY

spoct, athletics (176)

e oo | i i N = Bt N SR B 1 | o ) AR
st contrcton (1409 | il NS el [ e | RO DD s
st (1) seENEI ENET A & Whd® P g oo i)

oY o i i R I e R B e e [ W

o i I o [ e 7 i | M G MO TS
iy R I e W g R | P I

e s i B, i D i aamea § 2

C ITYS CAPES https://www.cityscapes-dataset.com/examples/

* Semantic segmentation
* 30 classes * 50 cities + 5,000/20,000 images

Mdnster Cologne

C O C O http://cocodataset.org

* Object classes and segmentation
* 80 objects + 91 stuffs; 330,000 images
¢ Cornel U, Microsoft

KITTI Vision

 Stereo vision, optical flow etc.>100GB
» Karlsruhe Institute of Tech.,, TTI Chicago

http://www.cvlibs.net/datasets/kitti/index.php

Velodyne HDL-64E Laserscanner

om— -

: n,'.“—!.ﬁ”abject Detection
U
/

Point Gray Flea 2

& 51} Objejcr:?t)“etectio?1’~
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Examples of datasets

MPIl Human Pose Dataset ACTIVITYNET  tepiracavigynecorg

http://human-pose.mpi-inf.mpg.de

* Human pose * Human activity in video
* All joints; 40,000 persons; 25,000 images * 200 classes; 20,000 video clips (648 hours)
« Max Planck Institute Informatik « BOSEVRHEK - JILTK (OO ER)

% Release 1.2 (10-2015)

Activity Categories Activities
¥ing ety nd watching taievison B - 310
W9 Ouey. sieecing 13 - 879

© Eating and drinking Activities(549)
e i, Gesera, fidgeting ha... 0) - 328
sianding and rot deing work 5 - 876

g Quaty. wargng n & e (104) - 308

© Spons, Exercise, and Recreation(3485)
© Panticipating in Sports, Exercise, or
Recroation(3485)
© Doing aerobics(141)

© Participating in martial arts(197)

© Playing sports(1277)
© Weightlifting(168)
© Playing hockey(78)
B Playing field hockey(78)
© Doing gymnastics(406)

© Using cardiovascutar equipment(78)

© Playing racquet sports (384)

CelebA http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html VQA http://visualqa.org/index.html

* Face images * Visual question and answering

* 40 attributes + 10,177 persons - 202,599 images * 5.4 questions per image; 10 ans; 265,016 images
- FEPXKFE * Virginia Tech., Georgia Tech.

Wearing

Q: Where is the cat?
Q: Is the cat safe?
Q: What color is the car?

Wavy Hair

Q: What toy does the elephant have in his cage?
Q: Is this animal in an enclosure?

Q: Where is the woman?




Summary

* Math and physics-based model (1980-)
— Multi-view geometry & physics-based vision
— Apps: computer graphics, augmented reality, etc.
— Examples

* Photometric stereo, Optic flow estimation, SIFT, Structure-from-Motion,
Blind deblurring

* Introduction of machine learning (2000-)
— Apps: surveillance camera, driver assistance, etc.

— Examples

* Face detection (cascaded classifier), Mocap for Kinnect (random forest)
* Paradigm shift: deep learning (2010-) & We are here!
— Explosive developments What is the next?
— Apps: potentially every problem



